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Abstract— To smartly utilize a huge and constantly growing
volume of data, improve productivity and increase
competitiveness in various fields of life; human requires decision
making support systems that efficiently process and analyze the

data, and, as a result, significantly speed up the process.

Similarly to all other areas of human life, healthcare domain also
is lacking Artificial Intelligence (Al) based solution. A number of
supervised and unsupervised Machine Learning and Data
Mining techniques exist to help us to deal with structured data.
However, in a real life, we pretty much deal with unstructured
data that hides useful knowledge and valuable information inside
human-readable plain texts, images, audio and video. Therefore,
such IT giants as IBM, Google, Microsoft, Intel, Facebook, etc.,
as well as variety of SMEs are actively elaborating different
Cognitive Computing services and tools to get a value from
unstructured data. Thus, the paper presents feasibility study of
IBM Watson cognitive computing services and tools to address
the issue of automated health records processing to support
doctor’s decision for patient’s driving assessment.

Keywords - cognitive computing; decision support system;

medical record processing; natural language processing; semantic
similarity; | BM Watson; medical ontology; driving assessment.

. INTRODUCTION

integrated within the KD-DSS to find hidden patterns in
information retrieval and knowledge discovery processes [2]. A
number of supervised and unsupervised machine learning and
data mining techniques exist to help us to deal with structured
data. But in a real life, we pretty much deal with unstructured
data as well. It is a data, where powerful knowledge and
valuable information are hidden inside human-readable plain
texts, images, audio and video materials [3][4][5][6]. To
address this type of data, machines have to be able to
understand it not only on syntactical, but, what is even more
important, on a level of semantics that data contains. Therefore,
big players such as IBM, Google, Microsoft, Intel, Facebook,
etc., as well as variety of SMEs are working on elaboration and
offer different Cognitive Computirigservices and tools that
heavily utilize Natural Language ProcessifyLP), Semantic
Wel? and Linked Datj and Deep Learnifigechnologies to

get a value from unstructured data to be useful in decision
making support.

With respect to application areas and domains where
decision making support systems would be useful and helpful,
the scope is unlimited. It could be any area, where we have a
huge amount of logged data and profiles, collected feedbacks
and observation measurements, data produced by |oT devises
and social web content produced by human, human driven

Nowadays, we are dealing with a huge and constantlytatements and guidance, mass media content or other data that
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growing volume of data. To smartly utilize all the collectedcould be processed to retrieve and infer hidden knowledge.
data, improve productivity and increase competitiveness iBusinesses and industries, health and social care, education and
various fields of life, human requires decision making supporécience, sport and wellbeing, security, transportation and other
systems that efficiently process and analyze the data anrgeas of human life are lacking Al based solution to facilitate
significantly speed up this process. decision support.

Taking into account rapid digitalization of societies and This paper tackles the problem of medical decision support
businesses, decision making support systems are based gystem in general and assessment of driving capabilities of the
dynamic service oriented and semantically facilitatedpatient in particular. Regarding to the use-case, brought to the
infrastructures that seamlessly integrate heterogeneous daidject by medical experts, there is a need for supportive
from various sources. Further, to support a decision makingystem that automates the process of relevant information
based on integrated and aggregated data, system has to agfigring to speed up a patient assessment. With respect to the
variety data processing, optimization, automated knowledgease scenario the main duty of a doctor is to recognize a person
retrieving and inferencing techniques [1]. A knowledge-driven
decision support system (KD-DSS) provides specialized pps;://en.wikipedia.orgiwiki/Cognitive_computing
problem solving expertise stored in some knowledge g //en wikipedia.org/wikiilNLP
representation format like facts, rules, procedures, or in similar,os./en wikipedia.org/wiki/Semantic_Web
structures and it suggests or recommends actions to humagyns.//en wikipedia.org/wiki/Linked_data
expert. Advanced analytical tools like data mining are nne:/en wikipedia.org/wiki/Deep._learning
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who is not eligible to have a driving license due to his/her Manual “mind-to-machine” or “book-to-machine” transfer
health condition. Decision is made based on a health profile @lssumes that domain expert generates corresponding decision
a person that consists of health statements/records regardimgking rules, populates a set of relevant entities, etc. based on
various diseases that person has. To make a problem definitibis/her knowledge or knowledge hidden in the human readable
is more narrowed and concrete, we introduced severastructions/guides. Manual approach is time consuming and
assumptions on top of the original case. Currently, patiertdauses huge workload for expert. Automated transfer requires
profile is distributed among different systems making it moreadvanced data processing logic and/or adopted machine
difficult for doctor to process the data. Since, there are ongoingpservation environment to retrieve the knowledge from the
activities at the hospital aimed at integration of the systems, theatural language or from observation of expert's behavior. In
first assumption we made is that we are dealing with a simplihis case, semi-automated approach is meant for the cases when
integrated access point to retrieve health profile of a patientorresponding algorithm cannot automatically make
Second assumption is that each health statement consiststrainsformation with high enough confidence and still requires
two parts: structured information (e.g. disease, various lab teShal tuning or confirmation from human.

results and measurements, prescribed medications, etc.), and

unstructured part in a form of plain text that contains doctor’sS u W(;trlglg g?ern?rv?/'i[tot:ygftc;/r\{r?a?el:jnlggn?itaﬂ?obrg;atlggnfuor]:c(tjig(rjlljlli(t)igs
comments with valuable for decision making information. With PP Y

respect to the expert's point of view, one single diagnosfeac'“tatEd by IBM Watsohcognitive computing services and

doesn’t necessarily affect driving capability and doctorgglce.g.otr?%saik.:]mplrgmg?tart(')on deo'lsogss nOE)rtm\(/eoflvﬁctaonr?/al'?Cillfnglt
decision; but information (symptoms, signs, patient behaviond ISl Ing, provi upportive tuncti 'y

etc.) described in doctor's comments gives valuable kel Itoc/esslest ?thQe a;molunt 0{ sampleih(patlentts:atemert\ts) alnd
clements for actual decision. er/select the most relevant ones with respect to a set goal.

Depending on a knowledge source we have, we present
Therefore, the main objective of this work is to make &ollowing two approaches that could be used separately, as well
feasibility study of existing IBM Watson cognitive services andas be combined.
check their applicability to tackle the mentioned problem.
Paper presents several approaches for decision support systam Book-to-Machine knowledge transfer based approach
created based on the tool§ facilitateq by IBM Watson To estimate a level of relevance of certain health
technology, as well as comparison of their performance. Thesg . y/statement to the case of ineligibility to have a driving

approaches are described in the Section 2. Section 3 PreseiltEnse, system should recognize accordance of the patient

prototype development details and comparison results. Furth balth statement/record to the subject knowledge. Our original

sections refer to related works, conclude current work an ea was to use Watson Natural Language Understahding

guide towards future achievements. (NLU) cognitive service to extract hidden rules in regulatory

documents. In our case, such a control document is the
Il.  KNOWLEDGE TRANSFER translated version of “Ajoterveyden arviointiohjeet laakareille”

When we are talking about artificial intelligence and- “Ggidglings for doctors assessing fitness to drive” issued by

decision support systems in particular, we are trying to delegaféafi” (Finnish Transport Safety Agency).

some duties/functionality from human to machine/software. AS \yatson NLU provides the capabilty to analyze

a result, we refer to the way we transfer the knowledge intQnstructured text documents for categories, concepts,

certain model that will be used by the system. With respect te\words, semantic roles, entities, relations, as well as emotion
our use-case, the knowledge required for decision making igq sentiments. The service includes a default general domain

available from two sources: language model which can categorize documents into 1 083
+  “mind” - expert knowledge of a doctor categories and recognize up to 24 entity types, 433 entity

*  “book” - instructions written in a human readable subtypes and 53 relation types. Watson NLU service makes

form (e.g. plain text) possible to retrieve a semantic triple(s) (subject-predicate-

Th in obiecti fth is to elaborate a deci .object) based on “Relations” and “Semantic Roles” generated
€ main Objeclive of the use-case IS 1o elaborate a deCiSiglyy, anaiyzed text input. “Relations” recognizes when two

support system that is able to automate a process @ ieg are related, and identify the type of relation. “Semantic
identification people with health-based restrictions to have oles’ parses sentences into subject, predicate, and object
driving license. Here we may cqr}3|d§er several levels of systef o, Extracting semantic triples from 'Ehe control ’document
performance: from simple classification of the statements wit e populate RDFstorage and build a control knowledge spacé
cer}(gln {)robagmty to gontam ddata; valuable 'tfr?r' O![(.af.c's',[(.)nthat will be queried against triples extracted from patient
maxing, towards more advanced periformance With JUstificatiolatements (their structured and unstructured parts). However,

of made decision. All of them require relevant knowledgg  sqq on experimental results we may conclude that default
being presented in some machine-readable fo”.“ dependlng %Eneral model is not fine-tuned for medical domain, the
a chosen approach. Thus, we have to consider options '

knowledge transfer from initial sources (“mind” or “book”)
into “machine” - machine readable representation (e.g. rule$https:/www.ibm.com/watson/
neural network model, set of relevant entities and keywords, https://www.ibm.com/watson/services/natural-language-
etc.). Such transformation could be done manually or be understanding/
automated (or semi-automated). & https:/www. trafi.filen/about_trafi

® https://www.w3.org/RDF/
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semantic roles analyses are not accurate enough for reliatdbbreviations which are heavily used by doctors in their
rule extractions yet. It is still possible to improve the extractiomotes/statements. Here we may use pattern (regular expression)
performance by connecting customized medical domaibased approach to automatically retrieve abbreviations for a
oriented model in conjunction with the default model fortext, but, to have meaningful explanation of them; we require
domain-specific analyses. manual involvement of domain experts.

In order to create a custom model for Watson NLU, IBM  The evaluation assumption for relevance of a health
offers Watson Knowledge Studib(WKS) - a stand-alone statement/record to the case of driving assessment (ineligibility
product that aims to better involve field-experts in the trainingo have a driving license) is following - as more entities from
of supervised machine learning models in order to procegmtient record happen to be common with entities from domain
unstructured data. The product offers a user-friendly interfacgpecific control document, then more relevant the record to the
and features which enable collaboration through iterativgase (see Fig.1). Theer’f"' and ' are amount of entities
processes. Nevertheless, creation of sophisticated healthcatGnmon for patient recoi”®: and control documeled, and
domain language model with WKS requires comprehensivgyera|l amount of entities detected PR: correspondently.

analysis of problem domain from knowledge managementeting corresponding threshold for the density, we may
expert, as well as time consuming affords from medical experi§iminate irrelevant records from further analysis.

to improve the model with extra supervised machine learning
based facilitation. However, taking into account that doctor's notes in
o . patient’s health records might contain several subjects/topics
Therefore, we resorted to building a custom model whichyitten in different paragraphs, we do analysis on paragraph

in the current initial version, focuses on medical entitie)asis and consider the record relevant if any of the paragraphs
(diseases, symptoms, medications, lab test results and Otrgﬂb-records) pass the density threshold.
measured indicators, and any other relevant to the subject

“keywords”) recognition. Now we have to define a space of To be more precise, we may take into account not only
control entities - entities the most relevant to our case/subjegxact match of the entities or their synonyms (that are
To create such a set of control entities, we use our contrépnsidered as equivalent entities with similarity coefficient 1),
document to extract all the “Entities” and “Keywords” usingbut also consider semantic similarity of them. Therefore, each
Watson NLU service and keep them as a control set of entitiegntity has to be accompanied with semantic similarity weight
To improve performance and get better result comparing tévhich might be cut by certain threshold to eliminate influence
default language model, we facilitated outcome of the servicef entities with low relevance). Thus, an amount of entities
by using custom domain specific model in addition. We magommon for patient recor”®: and control documereD is
populate the model with domain specific entities by usingalculated as a sum of semantic similarity weights (above a
existing external sources with a set of healthcare related entitidgeshold) of entities fror?: with respect to the entities <
(such as official disease classification, medication names, etc(N® = Zw*). If there are several semantic similarity weights
Among such sources we may highlight ICD-#0and (above threshold) for the same entity frPB:, the entity is
SNOMED CT™. ICD-10 is the 10th revision of the counted only once with bigger weight. Semantic similarity of
International Statistical Classification of Diseases and Relateithe entities is calculated by Google Similarity Distance [7]
Health Problems (ICD), a medical classification list by theapplied on top of domain knowledge aggregated under medical
World Health Organization (WHO). It contains codes fordomain ontologies: SNOMED CT, FMAand NCH. The set
diseases, signs and symptoms, abnormal findings, complaintsf, text samples/documents was generated from textual
social circumstances, and external causes of injury or diseasegscriptions of the concepts present in the ontologies under
SNOMED CT is a systematically organized computerdescription propertieisf:labelandrdfs:comment

processable collection of medical terms providing codes, terms,

synonyms and definitions used in clinical documentation and ,AS S00N as we detect relevance of the patient record to the
reporting. It is considered to be the most comprehensiveUPiect, we have to support doctor with the reference to the
multilingual clinical healthcare terminology in the world. So most relevant part of the control document associated with the

far, WKS provides a graphical user interface for knowledgéecord (or the record’s part). Based on density of common

manager to create the model and does not support a

programmable way to do that. Fortunately, WKS allows Y Patient Records (PR
uploading existing sets of entities or other kind of vocabularies _ A

into the model if the sets are presented in one of supported PPRi — Ne ! ‘—L

formats (e.g. CSV, JSON, etc.). This way we may still use \—

existing external sources to create a domain specific custom

model. Additionally, we may create and add any set of relevant Figure 1. Relevance to the subject through density of subject related

entities.
10 https://www.ibm.com/us-en/marketplace/supervised-machine-
learning
1 https://en.wikipedia.org/wiki/ICD-10,
http://www.who.int/classifications/icd/en/ 13 http://si.washington.edu/projects/fma
2 https://en.wikipedia.org/wiki/SNOMED_CT, 4 http://www.obofoundry.org/ontology/ncit.html,
http://www.snomed.org/snomed-ct/what-is-snomed-ct https://ncit.nci.nih.gov/ncitbrowser/
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Figure 2. Density based relevance distance.

entities we may calculate a similarity distance (see Fig.2) of thieighlighted text from unstructured part of it, as well as decision
records to the different parts of the control document and ord€eligible or not) made by doctor as a label for the set. Having
them to facilitate further doctor’'s decision making. Densitylabeled training set as a result of decision making process

PRy observation, we may train classification model(s) to be further

Pr ~ of a common entit;’"ﬂr in patient recor®ij is a ratio of ed for  decision support in rocessing  of  ne
number of appearance of the entity in the record and number up ISl upp : P Ing w
tatements/records.

all common entities (including repeated entities) in the record®
Similarly. densitypiwk of the same entit'ef in a part of For classification of the structured part of the statement, we
control document (sub-docume Dx is a ration of number of May consider several Machine Learning models (such as

appearance of the entity in the sub-document and number of Qfcision Tree, Neural Networks, efc.). Since use-case
entities (including repeated entities) in the sub-document. ~ Prototype development was focused on added value that can be
brought by processing of unstructured part of the patient health
Alternatively to the present approach, we may also usstatements, we integrated structured part into unstructured as a
“retrieve” functionality of IBM Watson Retrieve and Rank text (following the same pattern based transformation approach
service (R&R) that was transformed into Discovesgrvice to  described above) and used IBM Watson Language Cla&sifier
find relevant to the case health statement(s). Having @.C) services as an integrated solution. Watson Language
possibility to get a feedback from a system user (doctor) in @lassifier allows us to train classification model and classify
form of relevance ranking, “rank” functionality of the service any new input into one of two classes: relevant (ineligible) and
could be also used to improve the service results. Sinc@relevant (eligible) to our case. As training examples for
Watson R&R service works with textual samples, structuredrelevant” class we used text-based parts of the statements
part of a statement/record should be transformed into a text andllected during observation. For the second class, training
integrated with unstructured part. It could be done via simpleamples come from statements that were not considered by
transformation pattern (e.g. “patient has <disease name>", dbctor as cases where patient ineligible to have a driving
“sugar level is <amount and units>", etc.). Using Watsorlicense.
Discovery service, we present our control document(s) as a
cluster of sub-documents among which we try to find one i
relevant to a query, which is a text based representation of a _ o ) . .
health record. Thus, if a record contains information which is  This section presents the architecture and implementation

relevant to any part from a control document, the statement §§ the prototype with respect to two “Book-to-Machine”
considered as relevant to our case and will be suggested #gtowledge transfer approaches described above. Since we have

doctor to be checked. faced legacy and privacy issues regarding patient personal data,
we did not manage to collect big enough training set of
B. Mind-to-Machine knowledge transfer based approach ~ anonymized patient records to apply classification approach
9 bp based on IBM Watson Language Classifier service. Following,

Alternatively to manual formalization of human knowledge,ye present overviews and architectures of the developed
and experience, automated approach assumes existence of

. " ; sBllitions, limitations of the existing Watson-technologies that
environment through which system is able to observe humangeare found during the development, comparative analysis of

(doctor's) actions and learn from it. This way we transferne solutions and proposals for further improvement.
knowledge that doctor has into machine in more or less

unobtrusive for user way. In our use-case, such an environme&t Solution based on medical entity enriched custom
could provide a graphical user interface through which doctor” lan del

can browse patient's health statement/record and able to guage moade

highlight the parts that are considered as valuable/important for As mentioned before, the solution is a general decision
the decision (s)he makes. Thus, dataset, collected ISppport system for the doctors to process the unstructured
observation environment, consists of highlighter by doctoportion of the doctor’s notes more efficiently. It highlights
key:value pairs from structured part of a statement and

PROTOTYPEIMPLEMENTATION

15 https://www.ibm.com/watson/services/discovery/ 16 https://www.ibm.com/watson/services/natural-language-classifier/
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Figure 3. Doctor’s notes view. Figure 4: Control document excerpts.

Wadinal histn

keywords from the notes and shows the relation between thegieatly speed up the development and deployment processes. It
and the control document. The prototype has a search functiatso emphasizes service-oriented architecture with a wide
to search patient records and doctor notes using a patientange of functionalities such a$orages, analytics, loTetc. -
name (see Fig.3). After a search is made, the search results alleavailable as web services. Our prototype ulesle.js
shown under the search input area as result cards. These ca@disudant DB Web Startdsoilerplate from IBM BluemiX and
consist of a header which is the main diagnosis, a body thtwo other Bluemix services, which are:

contains patient's medical history, the current state of the e IBM Watson NLU;

patient and a plan to proceed with. At the bottom of the card + Cloudant NoSQL DB.

there are tags that consist of the entities and their types that are . ) .

found in the result card via Watson NLU service. Next to the At the center of the solution (see Fig.5) is the IBM Watson
search results there is a list of filters that can be used to filtdf-U cognitive service. Each HTTP request to the service API
the result cards by their tags. The filters only include subjedontains a chunk of text to be analyzed or a URL to a webpage,

domain related entities which can be found in the baske textual content of which will be retrieved and analyzed by
document. the service, along with a set of configuration parameters.

) ) Similar to many other Watson services, Watson NLU also
In the real-life case, system will go through all unanalyze¢omes with SDKs for different programming languages such as
patients’ records and sort them based on estimated relevantg/a, Node.jsandPython. Since our prototype was developed
level of the record to our Driving Assessment case. Any newlj, Node.js we use Watson NLU via itsode.jsSDK.
created record will be also analyzed and placed in
correspondent order with other records. Thus, system will N order to create austom modefor Watson NLU, we
prepare the most promising (most likely relevant) records fo#sed WKS. Key artifacts of a WKS project include: (1) a type
doctor's assessment. Parts of the text are highlighted if they af¥Stem defining entity and relationship types; (2) three types of
recognized as an entity by the solution. Text highlighted witinnotation components: a dictionary pre-annotator, a rule-
bright yellow indicates entities that have related controP@sed annotator and a machine learning annotator; and (3)
document excerpts. Upon clicking on the highlight, a modafiocuments to train and evaluate annotation components.
dialog box containing related control document excerpts opengurrently, only rule-based and machine learning annotation
The control document excerpts also have highlighted parts th@pmponents created using WKS can be deployed as custom
are related to the entity that was clicked (see Fig.4). models of Watson NLU instances. For the scope of our
prototype, we have focused on constructing an extensive
As the development environment for the prototype we usegollection of dictionaries and deploy it via a rule-based
IBM Bluemixcloud. As aplatform as a service (PaaS), IBM annotator. These dictionaries can later be used to pre-annotate
Bluemix already handles the tedious tasks of setting up and
configuring infrastructures and provides developers with ready-
madeboilerplatesandcontinuous delivery toolchainghich

7 https:/Avww.ibm.com/cloud-computing/bluemix/
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Figure 5. Solution Architecture.

M External resources W Database

documents in order to assist human annotators with a set @moved redundancies and stop words, extracted abbreviations
preliminary annotations. To meet the constraints set by WK&nd applied pluralization/singularization for better recall. One
we implemented a module to generate .csv files to be used tining to note is that currently, WKS dictionary entries match
the creations of dictionaries. Since WKS employs certain nortext that has higher case, therefore all of the surface forms
disclosed methods in order to ensure only dictionaries exportexkcept abbreviations should be in lower-case.

from another WKS can be imported in bulk we had to create
the dictionaries manually and import the entries using .csvy
files. It would be a lot more convenient if WKS could expos
some APIs for these functionalities.

Entity analyses done with Watson NLU default model can
rovide disambiguation when applicable, where a link to a
Bpedia resource page is given to specifically identify an

entity (e.g. http://dbpedia.org/resource/CNN). This is not the

Our dictionary entries are generated based on class dataaafse for analyses done with custom models. In order to
SNOMED-CT ontology available on BioPortal SNOMED-  overcome this limitation we created our own entity database
CT is adopted as a standard for electronic health informatiolor disambiguation. Each entity is represented by a database
exchange by the United States and the United Kingtand is  entry, which has an _id, which in turn is the sub-path of the
used by more than fifty countries worldwide. BioPortal is arentity's URI on BioPortal (e.g. “410006001" -
integration of ontology services and related tools by Thénttp://purl.bioontology.org/ontology/SNOMEDCT/410006001
National Center for Biomedical Ontology, funded by the US- DRE), a hame which is the Preferred Name provided by the
National Institutes of Health. Its features include a REST APbntology, a list of surface forms, a main type and a list of
which can be used to query its collection of 593 alignedubtypes. In our current version of the prototype, all entities
ontologies. Following Semantic Web and Linked Datashare a common main type ClinicalFinding - and their
standards [8][9], the SNOMED-CT ontology is an RDFsubtypes are the names of the direct subclasses Gfittieal
representation of SNOMED-CT, containing 327128 classeBinding class of which they are descendants.
and 152 property types. Since the main focus of our prototype
is to detect medical entities, we first made use of data @. Discovery (Retrieve and Rank) based solution
108056 subclasses of Clinical Finding . . . :
(http://purl.bioontology.org/ontology/SNOMEDCT/404684003 to gnﬁnzecéggegéas:rﬂtscfsets str:gwféi/l Cc\),r\}g?;gﬁd [I)?S(r:%l\a;lg&n

The Entities Builder module in our prototype was made tgognitive service. Watson Discovery search service is built
achieve two objectives: (1) prepare and enrich data fopver Apache Soff search engine. Solr is a powerful open
Dictionaries Generator; and (2) construct an entity database fgpurce enterprise search engine which is designed for querying
disambiguation. Each class of the SNOMED-CT ontologyhuge amounts of data in fast and efficient manner. Discovery
comes with a collection of synonyms, which we used tcervice uses the Solr for the initial query and then the service
generate surface forms of entities. However, these synonyrfignks the query results with respect to the trained ranking
are not always optimized for the purpose of text extractionnodel. To conduct queries and rank the results, the service
Through our Entity Builder, we normalized the synonymsneeds documents to query from. For this purpose, service uses

18 http://bioportal.bioontology.org/ontologies/SNOMEDCT
19 https://www.nlm.nih.gov/medical-terms.html 20 http://lucene.apache.org/solr/
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ik |Rf - R:H|

D =
Dmax

1, if result unit belongs to the set of result units of the solution
,where k = !
0, otherwise

n— number of dif ferent result units in both solutions,
Rfand RF —ranks of the result unit in solution and human ranking correspondently,
Dyyax € £12,15,18,21,24,28} — maximum distance with respect to number of result units (n).

Figure 6.Normalized distance between decisions made by solution and human.

IBM Watson Document Conversiéh service that divides based solution provides only simple ranks (1st,2nd,3rd,4th,5th)
given Word, PDF or HTML documents into answer units. Anfor them. Thus, we have to disregard more precise distribution
answer unit can be a single document or a portion of documemtf relevance distances of the first solution, and take into
Document Conversion service uses headers in the documentaocount only the rank/order of the result.

divide the document into answer units if the user chooses to do . . . . .
so. The documents are added into a collection of documents /SSUMing, that first five results from wo solutions might
that is used for queries. To be used, the Discovery servi(QeOt consist of the same result units, the size of_resul_t set for
needs to be initially trained. This initial training will create each query may vary frgm o up to 10 result units. Since we
sground truth” that the ranker will use when ranking the quer;}"{ou'd like to check which of the solutions produces result

results. To create the ground truth the service requires 15yNharly to what human (expert) does, the resuit set of both
8Iut|ons is evaluated by human and their result units are

sample queries and for the user(s) or the domain expert(s)‘? ; . >
A nked in relevance order for human point of view. Further,
rank the query results for each query by hand. This is dorls istance between the granted ranked/places is converted to the

using a star rating system (**** = spot on answer, *** = : -
partially answers the query, ** = doesn't answer the query blﬂerformance measure for each of the solutions (see Fig.6).

is relevant to the topic, * = incorrect answer). After the ground Due to the privacy related issues we had a limited amount
truth is created the service is ready to process queries. The anonymized patients’ records for test purposes, and
service can also be improved with additional training and iprocessed only 40 patient records. Average closeness of
also automatically generates tasks that aim to improve thgutomated solution that is based on medical entity enriched
service performance for the user. All of this can be easily doneustom language model to the decision made by human was
using the graphical tooling interface provided by the service92%. In contrast, Watson Discovery service based solution did
although more complex actions require some coding skills (fashow quite poor result in 67%. But, here we had limitations

example tweaking the settings etc.). and did not use “rank” part of service functionality.
Due to insufficient (limited) amount of data samples
(anonymized patient records), training of service “ranker” did IV.  RELATED WORK

not show actual improvement in comparison to the results of Regarding related work, we would like to mention

service “retriever”. Therefore, we decided to test “retrieve’\yatsonPath? and Watson EMR Assistant - new cognitive

functionality of the service based on the same data samplggmputing projects that enable natural interaction between
(patient records) and the control document as in the previoysysicians, data and electronic medical records. Technologies
solut!on (Section 3a). Similarly, we split the corjtrql documenge expected to help physicians make more informed and
(Trafi document) to the Watson Discovery service's documeniccurate decisions faster and to cull new insights from
collection - set of document's paragraphs that are used @fectronic medical records (EMR). The projects will create

answer units. Each result of the service query consists of f'V[%chnologies that can be used by Watson in the domain of
different answer units. The answer units come in order ohedicine. Unfortunately, currently we do not have a possibility

relevance to the query. Unfortunately, they come without any, try their solution out yet, and cannot make actual
relevance distance value or confidence level that could be usggmparison with the solution we present.

for more precise comparison. ] ] )
With respect to transformation of unstructured data into

structured machine-processable form of RDF triples, we would

C. Solution comparison o . A ;
P highlight user-driven semi-automated approach presented in

_In this section We compare p_erformance of our solution th H]O][ll], where author tackles the problem of free text based
is based on medical entity enriched custom language mo

- . stomer feedback handling for further automated processing.
and performance of Watson Discovery service based approagh. o gpinjon, use of Watson NLU service for automated
To equally test the solutions and normalize the results, we

mantic triples extraction would be suitable approach in case

the comparison based on first five results, since WatsOfye have a comprehensive domain oriented custom language
Discovery based solution returns only that amount. It would bg, 4e

much precise comparison if we use actual relevance measure or
confidence level of the results. However, Watson Discovery
22

http://www.research.ibm.com/cognitive-
21 https://www.ibm.com/watson/services/document-conversion/ computing/watson/watsonpaths.shtml#fbid=VGIW8Qpyjte
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based similarity distance calculation with a purpose to not only
take into account amount of common entities, but also put
more value to similarity of relevant entities density. Similarly,
instead of simple Jaccard distafide might be reasonable to (1]
apply Angular distanéé

Named-entity recognition is only the first step in achieving
our original goal. Since we conclude that the named-entitgé
recognition feature of the prototype has been adequate, we r%
ready to move on to relation recognition which involves
detecting patterns of relationships between entities and map
these relationships with Semantic Web compliant relationf]
(triples). To facilitatecustom language modethis task will
involve establishing a more complete type system for entit
relationships in WKS, exploring existing methods of relation'
mapping in natural language processing as well as deriving
original solutions if would be needed. We also see reasonable
to analyze conditional patterns for rule extraction. We woulgs)
like to investigate the works of [12][13][14] and try to
implement the presented pattern matchings using WKS. With
respect to the medical domain, it would be reasonable to make
a feasibility study on applying Unified Medical Language[G]
Systen?® (UMLS) as integration solution for huge variety of
vocabularies in medical domain. In current solution we have
not made extensive use of WKS machine learning annotatey
due to limited medical expert human resource. Therefore, since
our initial result has positively proven the concept, we would
like to further refine our solution and will attempt to train al8]
WKS machine learning annotator. It is also worth mentioning
that IBM Watson solutions have been constantly evolving(®l
which means periodical reassessments of their capabilities are
advised. Finally, gathering more sufficient amount of Iabelevr\f10

D e ]
data to be used as a training set for classification model, we
will test Watson Language Classifier service as was mentioned
in the Section 2b.

Even though presented approaches were considered in
context of driving assessment and have been bound to the Trafi
regulation document (control document) as a “book” source of
knowledge, they might be applied to any similar use-case were
domain knowledge is collected in human readable natural
language within a control document. (12]

[13]

[14]

2 https://en.wikipedia.org/wiki/Jaccard_index

24 https://en.wikipedia.org/wiki/Angular_distance

% Unified Medical Language System:
https://www.nIm.nih.gov/research/umls/knowledge sources/metat
hesaurus/
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