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Abstract—This paper illustrates a method to finding a global 
optimal path in a dynamic environment of known obstacles for 
an Mobile Robot (MR) to following a moving target. Firstly, the 
environment is defined by using a practical and standard graph 
theory. Then, a suboptimal path is obtained by using Dijkstra 
Algorithm (DA) that is a standard graph searching method. The 
advantages of using DA are; elimination the uncertainness of 
heuristic algorithms and increasing the speed, precision and 
performance of them. Finally, Continuous Clonal Selection 
Algorithm (CCSA) that is combined with Negative Selection 
Algorithm (NSA) is used to improve the suboptimal path and 
derive global optimal path. To show the effectiveness of the 
method it is compared with some other methods in this area. 
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Selection; MAKLINK 

I.  INTRODUCTION 
In mobile navigation problems, the first issue is this fact 

that which path is better to tracking (if exists)? Solving this 
problem consists of finding an optimal path from a starting 
point to a target point according to some conditions depends 
on the environmental situation. To achieve this goal, there are 
many methods such as potential field [1], visibility graph [2] 
and grid methods [3]. The potential field method is fast but it 
has some limitations such as oscillations in narrow passages 
and trap situations due to local tendency. In the visibility 
graph method the cost of process is very high especially in 
multi dimension problems and by increasing the dimension of 
environment, the cost will be increased in exponential form. 
Hence it has lower efficiency. The main issue in the grid 
methods, is that how to determine the size of grids. Because it 
is important to trade-off between the precise of representation 
of environment, the memory space usage and the time rate. In 
the recent years, the artificial intelligence is commonly used in 
many researches in path planning scope and some algorithms 
have been provided such as neural network, genetic algorithm, 
particle swarm, simulated annealing and Artificial Immune 
System (AIS) to make a safe and optimal path for an MR. AIS 
is inspired by biological immune system and it is relatively a 
new research area which can be traced back to Farmer et al.’s 
paper published in 1986 [4]. The main application domains 
which AIS researches have focused on are fault diagnosis, 

computer security and data analysis. Recently, a few attempts 
have been made to extend AIS to the optimization field [5], 
[6]. Comparing with other soft computing algorithms, AIS is 
considered more practical due to the certain benefits is offered 
over the others. Simulated annealing is very slow; particle 
swarm such as ant colony optimization uses discrete data; 
when the number of parameters increases and when they are 
epistatic in nature, genetic algorithms cannot find the global 
optimum [7] whereas AIS is free from the above drawback. 
All heuristics have some problems. They don’t guarantee the 
convergence and arriving to goal. Hence, to avoid these 
problems it is necessary to use a method such as graph 
searching methods to guide the algorithm to goal. DA [8] to 
compare with other graph searching methods is faster and AIS 
is free from problems that other heuristic methods suffer them. 
So, the combination of these two methods is a novel approach 
that will eliminate disadvantages of each other and can be 
used for path planning of MRs. In this paper the MAKLINK 
technique [9] is used as a method to introduce the available 
free space between obstacles in environment of MR and 
construct the graph to support the generation of a collision free 
path by DA. To construct of MR's environment we made some 
additional assumptions that are illustrated unabridged in [9], 
[14]. The developed CCSA that is combined with NSA is used 
simultaneously to improve speed of convergence. It ensures 
the finding the global optimal and obstacles free path for MR. 
Moreover, a method to find an optimal mutation formula is 
proposed to use in CCSA. In fact, this approach is an 
optimization of optimization. The parameters of CCSA's 
mutation formula are obtained by CCSA itself. It leads to 
obtain high speed convergence. Therefore, this high speed 
algorithm can be used in real-time applications easily. To 
prove this purporst, the algorithm is applied in a real-time 
global optimal path planning problem in which the 
environment is dynamic. Moreover, the performance of the 
algorithm is compared with ant colony and genetic algorithm. 
The rest of the paper is as follow: Section II presents review of 
CCSA that is combined with NSA, moreover proposes an 
optimal method for upgrade mutation too. In section III, we 
describe how to adapt the DA by the CCSA to improve the 
suboptimal path to the global optimal path; hence in this 
section two kinds of problems (static and dynamic 
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environment) are defined to indicate the high performance of 
this method. In section IV, the results are presented. Section V 
includes a discussion of the results and comparisons with 
analytic result and two kinds of ant colony simulated results. 
Finally, the conclusion is provided in section VI. 

II. CONTINUOUS CLONAL SELECTION 

A. The immune overview 
When our body is attacked by the infectious foreign 

elements (called pathogens), the immune system has a main 
role to defend us against them. The immune system has three 
defensive layers which the third layer plays the major role. This 
layer has two types of cells, namely B and T cells 
(lymphocyte). Antigens are pieces of protein suspended in the 
blood separated from human body’s cells and infectious 
foreign elements. Using these antigens, immune system is able 
to distinguish the foreign cells from inner cells. When one 
antigen is recognized by a B cell, this kind of B cell begins to 
proliferate. Many of these proliferated cells become a special 
kind of cells called Plasma and some of them become memory 
cells. The plasma cells stick to the antigens and destroy the 
cells which are related to antigens and then memory cells keep 
history of this illness [10], [11]. 

B. Continuous Clonal Selection Algorithm (CCSA) 
Clonal selection algorithm (CSA) is inspired by the clonal 

selection theory (Burnet, 1959). De Castro and Von Zuben 
[12] developed the first CSA based on the population search 
which had a set of memory suitable antibodies which are the 
candidates of solution. In this paper the CCSA is developed 
that is an improved version inspired from CSA [5]. This 
approach prevents losing sight of any point because of its 
Continuous behavior. This different CSA is described as 
follow: 

1) Initializing 
 In this phase the parameters take default values that are 

described in Table I. 

TABLE I. INITIAL PARAMETERS OF CCSA  

parameters description 
µmax maximum rate of mutation defined in the scope [0,1] 
µmin minimum rate of mutation defined in the scope [0,1] 
n number of main population 
β reproduction factor defined in the scope [0.1] 
Ngen maximum allowable number of repeats algorithm 

Nmem The number of algorithm repeats that one member dos not 
change. This member should be kept in a memory cell. 

Nrep 
The allowable number of algorithm repeats that algorithm 
allowed to hang on without finding new answer. 

Nres The number of answers that algorithm have to produce. 
Faff Maximum allowable affinity between members of population. 

2) Generating initial population 
In this stage the Negative Selection (NS) approach [13] has 

been used. It has two main steps as shown in Error! 
Reference source not found.1. 

a) Generate candidate of AntiBodies (AB)s randomly in 
[0, 1]. 

b) Measure the distance between candidate AB and 
other ABs and accept if it is more than Dff..  
This leads to generate a valid, normalized and sufficient 
distributed initial population that covers entire space of 
problem. Moreover faster convergence to solution will be 
obtained by the combination of NS and CSA. 

 
Figure 1.   Generation process based on negative selection approach 

Primary population of ABs is produced as follow 
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Where xij=rand (1, 1); In the above relations rand(x,y) will 
produce a matrix (x×y) which entire of members are produced 
randomly in scope [0,1], d  is the dimension (number of 
variations), Xi is the ith AB and P is the population. 

3) Proliferation 
In this phase each member of population is reproduced in nc 

number. Each member with its copies will be cloned. The nc 
can be determined with equation  nc= β×n; and the number of 
entire population Nc after this phase will be Nc= n×nc. The 
ABs are produced as follow: 
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In the above relations, Ci is the clone of Xith AB, and C is 
the set of entire clones. 

4) Mutation of proliferated population 
The amount of mutation is static in various previous 

applications and ordinary it is produced in a specified range 
randomly. It is noticeable that the amount of mutation 
influences intensely on the speed of convergence. So, it is 
better to find an adaptive mutation for each repetition instead. 
In this stage entire ABs of proliferated population are mutated, 
except the main members of each group. 
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Where µ represents the mutation rate, Rand is a random 
matrix and has the same dimension of population. The Ci

* is a 
antibody which is mutated from qi

th AB. Notice that in these 
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relations, members of the proliferated population must be 
confined in scope [0,1] like their parents. This can be done by 
several methods like follow: 

                          

If   X 1    then   X 1;

If   X 0   then   X 0;
ij ij

ij ij

∗ ∗

∗ ∗

 > =


< =
                        (4) 

Another method which can be used, is mapping all members 
from the scope [-1,1] to the scope [0,1]. 

There are several kinds of mutations. The mutation rate that 
is used in this study can be determined by (5) in which gen is 
the number of iterations and Ngen is the maximum number of 
iterations. The Ngen is initialized in first step. The µmin and µmax 
are the minimum and the maximum mutation rates that are 
initialized too.  

     min max min( ) exp( )   0a gen Ngen aµ µ µ µ= + − × − × >     (5) 

 
Figure 2.  Amount of mutation in each iteration 

Error! Reference source not found. illustrates that in the 
(5) and at the beginning of iterations the amount of mutation is 
approximately µmax and at the end of iterations, it is µmin . It is 
important to adjust the a in (5) to achieve these goals. To 
obtain a suitable and optimal amount for a, CCSA is used to 
minimize the number of iterations without loosing the 
accuracy. Note that decreasing number of iterations will lead 
to increase the variation of results in various simulation trials. 
So, we have to compromise between speed of algorithm and 
precision of results. But, by using the amounts of a (Table II), 
which are obtained by CCSA, it is guaranteed that the results 
will have the best accuracy versus the number of its iterations 
in comparison with other amounts of a. This interpolation 
approach is an optimization of optimization in fact. 

TABLE II. AMOUNT OF OPTIMALa VERSUS NUMBER OF ITERATIONS 

Ngen 50 100 150 200 300 400 

a 3.9919 4.6517 5.0443 5.3249 5.7229 6.0065 

5) Evaluation of proliferated population 
In this stage of algorithm we have to present entire 

proliferated ABs to the cost function and determine the vector 
f that contains the affinity of the ABs related to the cost 
function. Then eliminate a subset of antibodies (for instant K 
percent of them) with the least affinities in clone, and replace 
the eliminated ABs by new generated ones. 

6) Improving main population 

In this phase the best member of each clone with the best 
affinity related to cost function must be selected and then the 
main population members are replaced with them. 

7) Detecting and registering answers in memory 
For detecting the answers, a negative selection approach is 

used. In this method if an antibody is not changed or is not 
improved in Nmem time repetition, it will be registered in a 
memory cell as one of the problem’s answers. Then the 
registered AB must be eliminated and replaced with one new 
generated antibody. 

8) Eliminating similar antibodies 
In this step the affinity of memory cells is determined with 

entire population and if their affinity is more than 
predetermined Faff, the AB must be eliminated from 
population and then a new valid antibody will be generated 
and replaced instead. The affinity between two AB is 
determined as Faff(i,j)=1/Dij. In this relation, Dij is 
Euclidean distance between ABi and ABj. 

9) Evaluation of concluding conditions 
If conditions are not satisfied, go to the stage 4 and 

continue. Notice that satisfying each one of the following 
conditions will lead to conclude the program: 

• The algorithm has been iterated Ngen times. 
• Not finding new answers in predetermined Nrep times 

iteration. 
• Finding certain number of answers (Nres). 

III. IMPROVING SUBOPTIMAL TO GLOBAL OPTIMAL PATH  
The path which is obtained by implementing DA is valid 

and a global suboptimal path. Before applying DA, it is 
needed to present a feasible environment by any suitable graph 
theories. The suboptimal path must be improved to achieve the 
global optimal path. For this purpose CCSA is used to adjust 
nodes of path into the span that already has been identified by 
graph theory used in environment presentation. To illustrate 
how to utilize this method in path planning problems, two 
kinds of problems will be presented in coming sections. 

A. Path planning of an MR 
1) Define problem 
Consider that there is an environment with obstacles as 

shown in Error! Reference source not found.3 which has 
been used in [14], [15]. The MR must go from start point (S) 
to the target point (T), with considering minimum measuring 
distance (cost function) and obstacle collision avoidance for 
MR. In order to avoid a moving path to be too close to the 
obstacles, the boundaries of every obstacle are expanded. 

2) Solving the problem 
As mentioned above, it is needed to present feasible 

environment by any graph theories. In this case study 
MAKLINK graph theory is used. To construct of MR's 
environment we made some assumptions that are illustrated 
unabridged in [9], [14].  First, for constructing MAKLINK 
graph, free MAKLINK lines must be drawn. In Error! 
Reference source not found. 3, dash lines are free 
MAKLINK lines and solid lines are MAKLINK graph which 
are produced by middle points of free MAKLINK lines [15]. 
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After creating the graph, the DA on this graph is used and a 
suboptimal path is obtained. In Error! Reference source not 
found.4, suboptimal path that is obtained from the DA is 
shown. 

 
Figure 3.  An environment, MAKLINK line and MAKLINK graph 

      
Figure 4.  Dijkstra suboptimal path 

The suboptimal path involves some nodes of graph which 
are located on free MAKLINK lines. In order to achieve the 
shortest path, these nodes are displaced within their own free 
MAKLINK lines hence CCSA is used for this purpose. 

To locate any path node belongs to that free MAKLINK 
line, the following formula is used: 

                            
1 2 1( )

[0,1]     1, 2, ...,
i i i i i

i

P K K K h
h i d

= + − ×
∈ =

                        (6) 

Where P i denotes path nodes, Ki1 and Ki2 are the starting and 
ending points of the free MAKLINK lines which ith node is 
located on it and d is the number of free MAKLINK lines that 
intersect the suboptimal path. Note that P0 and Pd+1 are S and 
T points respectively. 

In CCSA, the hi is expressed as an antibody and (7) is 
expressed as an antigen. 
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As another benchmark, consider the environment that is 
shown in Error! Reference source not found. 5 [16]. Yang 
et al. have improved the ant colony algorithm of Guan-Zheng 
et al. [15]. 

The simulation results will be presented in section IV. 

 
Figure 5.  An environment, MAKLINK line and MAKLINK graph 

B. Following a mobile target in a dynamic environment 
Consider the environment as shown in Error! Reference 

source not found.3. The MR must follow the mobile target 
point (T) from current point (S), with considering minimum 
measuring distance (cost function) and obstacle collision 
avoidance for MR. Stages of algorithm are the same as 
previous problem but entire of obstacles in environment as 
well as the MR and the target are moving dynamically. The 
simulation results are shown in section IV. 

IV. SIMULATION RESULT 
In these studying cases, we develop our algorithms in 

MATLAB and simulation results are executed on a personal 
computer with 2GHz dual core CPU and 2GB RAM. The 
parameters are set as µmax=0.05, µmin=0.0001, Ngen=300, n=4, β=1.7, Nmem=10, Nres=1, Nrep=50 and Faff=5. The simulation 
results are shown in Error! Reference source not found.6 
and Error! Reference source not found.7. 

As shown in Error! Reference source not found.6, a dash 
line denotes a suboptimal MR path which is derived from DA 
with the length of 507.692 meters and solid line denotes a 
global optimal MR path which is derived after improving 
suboptimal path by CCSA with the length of 439.0128 meters. 
The optimal values for parameters of h (antibodies) for this 
example are h(1,...,d(=9)) = [ 0.3370, 0.1428, 0.0135, 0.0000, 
0.4774, 0.5352, 0.0009, 0.9999, 0.3379]. Error! Reference 
source not found.7 shows the optimal and the suboptimal 
paths that are obtained by CCSA and DA respectively. Also, 
Error! Reference source not found.8 shows the paths are 
obtained by ant colony and improved ant colony algorithms 
that are developed by Guan-Zheng et al.[15] and Yang et 
al.[16] respectively. Lengths of paths are shown in Table III. 
The optimal values for parameters of h (antibodies) for second 
case are h(1,...,d(=5)) = [0.0065,0.008,0.000,0.9149,09269]. 

TABLE III. LENGTHS OF PATHS 

METHOD AIS IACSa ACSb Dijkstra analytic 
LENGTH 

(METERS) 167.5473 168.217 169.388 223.203 167.5452 
                                                                                                         a.[15]    b.[13] 
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Figure 6.  Optimal path that derived from AIS and Dijkstra 

     
Figure 7.  Optimal path that derived from AIS and Dijkstra 

 
Figure 8.  Optimal path that is derived from Dijkstra, ACS algorithm and 

Improved ACS algorithm [15], [16] 

As the third application, for prove that the algorithm can be 
used in dynamic and real-time situations, the environment of 
MR (Error! Reference source not found.3) is supposed 
dynamic and the MR (S) follows the mobile target point (T). 

Entire of obstacles in environment are moving dynamically. 
The simulation results are shown in Error! Reference source 
not found.9. The paths are obtained with considering 
minimum measuring distance (cost function) and obstacle 
collision avoidance for MR dynamically. 

 
Figure 9.  Optimal path that derived from CCSA in dynamic environment 
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V. COMPARISON WITH OTHER ALGORITHMS 
As a comparing object, ant colony algorithm and GA, which 

had been applied by TAN Guan-Zheng et al. [15] and 
improved ant colony algorithm by Along Yang et al.[16] as 
well as the analytical solution are used for path planning 
example. In analytical solution, it is clear that the shortest path 
from S to T passes the points A1, A2 and A3 as is shown in 
Error! Reference source not found.3. So the analytic length 
of this path is 439.0011 meters. In ant colony algorithm and 
GA as were presented in [15], the minimum path length was 
obtained 440.233 meters for both. It is obvious that AIS has 
better result than ACS and GA moreover AIS has more 
accurate results with considering analytical solution. For 
another comparing object, 100 simulation trials are performed 
for AIS and the variations of results are observed and 
compared with ant colony algorithm and GA. As shown in 
Table IV, the AIS is more precise than other two algorithms. 
As shown in Table IV, the result of AIS is even better than 
improved ant colony algorithm [16]. 

TABLE IV. VARIATION OF RESULTS COMPARISON (METERS) 

METHOD min max Standard 
deviation 

AIS 439.0128 439.0441 0.0062 

ACSa 440.233 447.020 1.5644 

GAa 440.233 452.743 1.5227 

Dijkstra 507.692 507.692 0 
                                                                                                                                 a [13] 

The amount of time that it takes to run the program is 0.526 
second and this is appreciable to use in real time applications. 
It is interesting that if we choose Ngen=100 and a=4.6517, the 
time will be decreased approximately to 0.15 second without 
significant variation in accuracy. 

VI. CONCLUSION 
This paper proposes a new method for global optimal path 

planning based on combination of two AIS based algorithms 
(clonal selection and negative selection) and a DA. 
Combination of the adaptive DA with CCSA improves the 
speed of convergence of CCSA and ensures the finding a 
valid, global and the optimal solution. The speed of algorithm 
is appreciable to use in real time applications. Also, in this 
paper a method to find the optimal amount of the mutation is 
presented and this innovation improved the speed of CCSA 
significantly. In compression with other methods such as ACS 
and GA to solve real time problems this algorithm is faster and 
more precise. 

To show the advantages of CCSA, this method is applied in 
two kinds of cases. The first kind is global path planning just 
with obstacle collision avoidance and as shown above the 
result of AIS (CCSA) in comparison with ACS, IACS and GA 
is more accurate and precise. In the second case, a global path 
planning is found with considering minimum measuring 
distance (cost function) and obstacle collision avoidance for 
MR. In this case entire of obstacles in environment as well as 

the MR and the target are moving dynamically and the 
simulation shows that this proposed novel method can be 
applied in real world applications. 

In future, we will further improve this proposed novel 
method by using new adaptive methods to mutation and 
combination with other intelligent algorithms in this area. 
Moreover, in our next study the environment of problem will 
be 3D, for instant in UAVs or submarines applications. 
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