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Efficient Cloud Gaming Resource Provision Via 
Multi-dimensional Bin-Packing 

 
 

   
Abstract— In order to enable the acceptable level of service 
quality for cloud gaming services, sufficient resources should be 
always maintained and optimal resource management is then 
necessary. However, taking only a limited set of server-related 
parameters, but ignoring the client-related parameters, in the 
typical formulation of optimization problem cannot yield for 
optimal resource allocation in the cloud gaming environment 
nowadays, where the game server’s computing processors can be 
driven by both the CPU and GPU, and the client devices’ display 
resolutions are largely heterogeneous. In this paper, we describe 
how better cloud gaming resource utilization can be achieved 
through a formulation of Multi-dimensional bin-packing 
optimization problem. Based on the experiment results, our 
proposed mechanism looks promising for realistic cloud gaming 
services, where the adaptive feature must be taken as a prime 
consideration for efficient cloud gaming resource management. 
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I.  INTRODUCTION 
Cloud gaming service [1] allows the graphic-intensive 

computer games to be displayed on any low computation 
capability devices, since it off-loads all computing burden from 
the clients to the cloud server and then sends the output back in 
a form of high-resolution video streaming. By working in this 
manner, the less demand on resource consumption for game 
computation can be expected at the client machine, and the 
more computing workload can be occurred on the server 
machine. Therefore, in order to avoid the overloaded condition 
of network and computing resources due to the excessive 
demand, the problem of resource utilization must be carefully 
investigated and efficiently solved on the server machine; 
otherwise the degraded service quality of all admitted 
connections will be resulted. 

Technically, the problem of resource utilization on 
traditional cloud gaming server can be formulated as an 
optimization problem (such as [1-6]) so that many techniques 
for finding optimal solutions can be applicable. However, the 
bin-packing optimization of cloud gaming resource provision 
will be especially concerned, due to its attractive capability 
appeared in many works (such as [7-10]). Nevertheless, we 
argue that these works rather take a limited view of single 
resource utilization in their formulations. Indeed, there exist 
available resources, e.g. those of Central Processing Unit 
(CPU) and Graphics Processor Unit (GPU), which must be 
taken into account altogether. Since placing a burden on a 

cloud gaming resource on the server will surely affect the other 
resources in somewhat level [9, 10], poor resource 
management can potentially lead to the collapse of cloud 
gaming services. Therefore, we argue that dealing only with 
partial server resource utilization in an optimization problem 
will not yield for practical solutions in the realistic cloud 
gaming environments. In addition, we advocate on the 
inclusion of client-based parameter related to the device’s 
display resolution into our Multi-dimensional bin-packing 
optimization formulation so that better resource utilization can 
be obtained, since this new parameter has been firmly proved 
as a factor having a significant influence on the server resource 
consumption in our recent study [10].  

This paper is structured as follows. In section 2, we 
describe some background of optimization-based service 
provisioning in the cloud gaming domain.  Then, we give a 
detail of our proposed Multi-dimensional bin-packing 
optimization formulation in section 3, following with the 
performance evaluation of the improved system via 
experiments and the discussion on results in section 4. Finally, 
we conclude the paper in section 5. 

 

Figure 1.   Conceptual diagram of the decision making process  
for admitting a client request 
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II. PROBLEM STATEMENT 
In typical cloud gaming, the decision making process for 

call admission or rejection when a request of game client asks 
for a connection can be illustrated in Fig. 1.  In this regard, the 
server will decide whether or not a client should be admitted by 
the result of comparison between the resource availability of 
current server workload (Number 1) and the predicted resource 
utilization of client connection (Number 2), which is performed 
by the optimization solver (Number 3). Here, the optimization 
problem will well-served for resolving the optimal selection of 
game server node, and informing the game server node selector 
accordingly. Hence, it is obvious that the resource optimization 
problem should be properly formulated and effectively solved. 

While a number of studies have attempted to find an 
optimal cloud gaming server resource utilization by using 
different methods in the literature, they all share a common 
perspective of single resource optimization, such as using the 
scheduling approach to find an optimal GPU resource in [1-2], 
exercising mathematical heuristics to find an optimal CPU 
resource in [4-5], or exploiting bin-packing problems to find an 
optimal solution of GPU resource in [7] or CPU resource in [8] 
or Memory resource in [14]. More crucially, they are not 
efficient for implementing in the present cloud gaming 
technology, due to the following reasons: 

 Firstly, they do not take into account a key factor of the 
display resolution of heterogeneous client device, which 
is proved to be a key influence on different levels of cloud 
gaming resource consumptions in our recent study in [9]. 

 Secondly, they have misassumption that the cloud gaming 
service can be simply classified as "CPU-based” or 
"GPU-based" games in the similar way as the traditional 
game playing [11-13]. Unfortunately, this is utterly 
difference for cloud gaming because there are many tasks 
of cloud gaming that utilize both GPU and CPU such as 
the video encoding task. As evidence, our experiment in 
[10] can be used to confirm the importance of co-existed 
CPU and GPU operations for maintaining the service 
quality in cloud gaming.  

Hence, in order to obtain the efficient implementation, it is 
required that the more suitable optimization problem should 
bring many types of cloud gaming resources into consideration. 

III. BIN-PACKING RESOURCE OPTIMIZATION PROBLEMS  
In this section, we describe two forms of bin-packing 

optimization problems that have a potential for solving the 
cloud gaming resources provision; single-dimensional and 
multi-dimensional bin-packing problem. 

A. Single-dimensional Bin-packing Optimization Problem 
The first form is called Single-dimensional Bin-Packing 

problem (SBP), which has a primary objective to minimize the 
resource waste of single-constraint bin, while the total resource 
consumption from object doesn’t exceed bin capability.  

In order to solve the provision problem of cloud gaming 
service, SBP may be declare as the formal statement in the 
following: 

 
where: 

 C is either GPU or CPU resources capacity of each server.  

  is GPU or CPU usage of each game workload.  

Noticed that the primary objective of SBP as showed in (1) 
concerns only one resource. Hence, it will be calculated twice 
for two concerned resources, e.g. the first consideration is for 
CPU resource and then the other is for GPU resource. 

B. Multi-dimensional Bin-packing Optimization Problem 
The second form is called Multi-dimensional Bin-Packing 

problem (MBP), which takes a similar objective as the SBP 
above, but here many constrained bins can be involved. For a 
case of CPU, GPU and network resource consideration, the 
general form of MBP can be given below: 

 
where:  

 C, G, W is the total resource of CPU, GPU and Network 
respectively.  

 ,  and  is the requested workload of CPU, GPU 
and Network, which can be estimated by means of a 
linear function that expresses the relationship between the 
client resolution and the cloud gaming workload [9].  

Noticed that the primary objective of MBP as showed in in 
(4) aims to minimize the waste of 3 server resources including 
CPU, GPU and Network for the allocation of new resource 
requirement, under the constraint of total workload in (5). 

In Fig. 2, the illustration aimed to explain the MBP process 
in the simple manner. In Fig. 2(a), the Workload 1 (Object 1) 
will be assigned to the Bin 1, due to the insufficient size of Bin 
2.  In contrast, the Workload 2 (Object 2) in Fig. 2(b) will be 
assigned to the Bin 2, since the lower waste of resource will be 
obtained. 

In order to solve MBP, a number of possible algorithms 
(e.g. first-fit, best-fit or first-fit decreasing algorithm) can be 
possibly used. However, in this paper, the first-fit decreasing 
algorithm will be interested particularly, due to the dominant 
feature of fast computation and effectiveness in solving this 
sort of problem [14-16]. In essence, this algorithm will firstly 
sort objects by the decreasing order, then attempt to place each 
object into the first possible accommodate bin. 
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Figure 2.   Illustration for explaining to equation (4) 

IV. PERFORMANCE EVALUATION 

A. Experimental Setup 
The cloud gaming experimental infrastructure as shown in 

Fig. 3 will be supported throughout the experiments. In this 
infrastructure, a gigabit connection will be served as a 
backbone by the Cisco ISR 3845 as a router and Cisco catalyst 
4500-E with Supervisor engine VI as a core switch so that all 
machines, including all 5 servers, a service controller, and a 
virtual client generator. 

 

Figure 3.   Experimental infrastructure 

The group of game servers for performing game executions 
can be classified into two groups; Small server and Big server, 
for simulating the heterogeneous game server capabilities. The 
specification of the small servers consists of 3.4 GHz 4-core 
Core i5, 16GB DDR3 main memory and NVIDIA GeForce 
GTX 960 GPU, while that of big servers consists of 3.4 GHz 6-
core Core i7, 16GB DDR3 main memory and NVIDIA 
GeForce GTX 970 GPU.  

The service controller plays a crucial role of cloud gaming 
resource provision (referred to the functionality in Figure 1). 
The specification of service controller consists of 2.7 GHz 4-
core Core i5 and 4GB DDR3 main memory. 

For a virtual client generator, it will be used to emulate 
many client machines. The specification of service controller 
consists of 4.0 GHz Quad-core Intel Core i7, 16GB DDR3 

main memory. Here, the 5 sets of client machines will be 
generated according to the scale-down ratio of Internet 
connected devices collected statistically from 4 different sites 
)Stream online game store, Statista.com, Apprepim.com and 
Statcounter.com(. The goal is to maintain the similar ratio of 
heterogeneous machines found in those cloud gaming sites. A 
different set of client machines with various display resolutions 
can be found in Table 1. 

TABLE I.  EMULTAED CLIENT SETUP 

Display 
Resolution 

The number of client machines 
Set 1 Set 2 Set 3 Set 4 Set 5 

1080p 3 2 1 4 2 
720p 2 3 1 2 4 
640p 2 3 4 1 1 
480p 1 0 2 1 1 

 

B. Testing Method 
We choose 9 best-selling games in 2014 (according to 

Forbes [17]), i.e. Call of Duty: Advanced Warfare, Madden 
NFL 15, Destiny, Grand Theft Auto 5, Minecraft, NBA 2K15, 
Watch Dogs, FIFA 15 and Call of Duty Ghosts, to provide 
cloud gaming service on our 5 game servers. In each set of 
client machines, each game will be requested in sequence and 
all service parameters (like Server usage, GPU waste, CPU 
waste and Network usage) on each game machine running 
different optimization problems, i.e. SBP for GPU, SBP for 
CPU and MBP, will be recorded accordingly. 

C. Experimental Results 
The 9 cloud gaming services have been tested, however 

only 3 different game characteristics will be selectively showed 
below, due to the page limit. Here are our choices; the 
Minecraft is represented for heavy-consumed CPU resource 
game, Destiny for heavy-consumed GPU resource game and 
Grand Theft Auto V for heavy-consumed CPU and GPU 
resource game. The resource consumptions of these games can 
be seen in Fig. 4 

 

Figure 4.  The resource consumption of Minecraft, Destiny and GTA V 

Table II shows the number of game server machines that 
are required for running each game. As expected, the number 
of CPU and GPU resources will greatly depend on the game 
characteristics. Since the Minecraft is CPU-oriented game, it 
takes the total of 3 servers in the case of SBP-CPU method, 
which is higher than that of SBP-GPU method (i.e. 2 servers). 
However, it is not the same in the case of SBP-CPU and MBP, 
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since it shares the same number of required resources. This is 
because both of CPU and GPU resources will be concerned 
together in the resource allocation problem solving by the MBP 
method. 

TABLE II.  OPTIMIZATION RESULTS: REQUIRED SERVERS FOR EACH GAME 

Game Formulation 
method 

Number of  game server require 

Small game server Big game server Total 

Minecraft 
SBP-CPU 1 2 3 
SBP-GPU 1 1 2 

MBP 1 2 3 

Destiny 
SBP-CPU 2 0 2 
SBP-GPU 1 3 4 

MBP 2 0 2 
Grand 
Theft 

Auto V 

SBP-CPU 1 3 4 
SBP-GPU 2 1 3 

MBP 2 2 4 
 

Fig. 5 shows the comparison results of resource utilization 
calculated by using the MBP, SBP-CPU and SBP-GPU 

methods. It is obvious that the given resources calculated by 
the MBP method will be sufficient in all cases. This is in 
contrast to the other methods, which can be the SBP-CPU or 
SBP-GPU method depending on the game type whether it 
heavily consumes on CPU or GPU resources.  

For instance, the Minecraft demands the more resource of 
CPU than the GPU, the SBP-CPU method will be used to find 
the optimal CPU resource provision (depicted as the bar with 
diagonal lines), which will be later determined the number 
server machines and the volume of other resources (i.e. GPU 
and network) by looking up the values in Table III. However, 
the result of SBP-GPU method is also given in this case for the 
clear performance comparison of these 3 methods. 

TABLE III.  RESOURCES VOLUMES FOR EACH KIND OF GAME SERVER 

Server Type GPU CPU Network 
Big game server 100 100 50 

Small game server 40 60 50 
 

In essence, by taking into consideration of all available 
resources in the bin-packing optimization problem like the 

0

50

100

150

200

250

300

CPU GPU Network

Given Resource
Actual Workload

MBP

0

50

100

150

200

250

CPU GPU Network

Given Resource
Actual Workload

SBP-CPU

0

50

100

150

200

250

300

CPU GPU Network

Given Resource
Actual Workload

SBP-GPU

0

50

100

150

200

250

300

350

CPU GPU Network

Given Resource
Actual Workload

MBP

0

50

100

150

200

250

300

CPU GPU Network

Given Resource
Actual Workload

SBP-CPU

0

50

100

150

200

250

300

CPU GPU Network

Given Resource
Actual Workload

SBP-GPU

Grand Theft Auto 5 @ Client set 1

0

50

100

150

200

250

CPU GPU Network

Given Resource
Actual Workload

MBP

0

50

100

150

200

250

CPU GPU Network

Given Resource
Actual Workload

SBP-CPU

0

50

100

150

200

250

CPU GPU Network

Given Resource
Actual Workload

SBP-GPU

Minecraft@ Client set 2

Destiny @ Client set 5

 
Figure 5.  Experimental results 
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MBP method will yield a better and sufficient resources for all 
game types taken into the experiments. This can effectively 
avoid the quality degradation, such as low-frame rate or frame-
skip, due to the insufficiency of provided resources in the cloud 
gaming server as showed in Fig. 6. 

 

Figure 6.  Effect of insufficient resource to game framerates 

V. CONCLUSION 
In this paper, we advocate on the use of Multi-dimensional 

Bin-Packing problem for determining the optimal resource 
provisioning in Cloud gaming servers, since a complete view 
of all resource availability will be taken into consideration for 
several advantages. This will yield a far more efficient resource 
utilization than the single-dimensional Bin-Packing problem as 
showed in our experiment results. As a result, the game service 
quality can be expected. Based on the evidence given in this 
paper, the MBP formulation method is extremely interesting 
and hence should be extensively used by cloud gaming service 
providers, or investigated further on improved performances by 
researchers in the cloud gaming community. 
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